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# Sujet

Durant ce mois d’octobre, il y a eu 2 grands sujets majeurs :

* Le G7 règlemente l’IA
* OpenAI et Sam Altman → Le projet Q\*

# G7 – Réglementation sur l’IA

Durant le sommet du G7 au Japon, le sujet de l’IA a été abordé et des règles ont été adoptés afin de garantir la sécurité et la fiabilité de l’IA. Cette nouvelle réglementation devrait permettre d’atténuer les risque, limiter les utilisations abusives et recenser les vulnérabilités des IA.

Sources : Economie Gouv, CNIL

<https://economie.gouv.fr/daj/lettre-de-la-daj-accord-du-g7-sur-des-principes-directeurs-et-un-code-de-conduite-en-matiere>

<https://www.cnil.fr/fr/ia-generative-le-g7-des-autorites-de-protection-des-donnees-adopte-une-declaration-commune>

# OpenAI et Sam Altman – Le projet Q\*

Du côté d’OpenAI, Sam Altman a été viré de l’entreprise mi-novembre pour des raisons de « Communication abusives et pas clair ». Dans les jours qui ont suivi, des informations sur un certain projet Q\* ont été dévoilé. Ce dernier serait un projet concernant une IA ayant pour but d’égaler ou même de dépasser les capacités cognitives humaine, ce que l’on appelle une IAG (Intelligence Artificielle Générale).

À la suite des menaces de démission de 70% des employés (505 employés sur 700) et la pression mise par Microsoft, le conseils d’administration de l’entreprise à été démis de ces fonctions et Sam Altman à été réintégré à l’entreprise.

Sources : Forbes, Silicon, Futura-sciences

<https://www.forbes.fr/business/q-vers-une-intelligence-artificielle-generale-chez-openai/>

<https://www.silicon.fr/q-star-le-projet-qui-aurait-seme-la-zizanie-chez-openai-473712.html>

<https://www.futura-sciences.com/tech/actualites/intelligence-artificielle-nouvelle-super-intelligence-q-openai-defie-intelligence-humaine-109521/>

<https://www.usine-digitale.fr/article/plus-de-deux-tiers-des-employes-d-openai-dont-ilya-sutskever-reclament-la-demission-du-conseil-d-administration.N2196758>